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1. Tox21 dataset1

Endpoint p53 activation ("SR-p53")
External evaluation: Test sets from the challenge

       Test       External
                 Actives     371            56
              Inactives   5741          677
    Imbalance ratio    1:16          1:13
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Training procedure

Neural Networks have shown to be a viable tool for prediction 
of bioactivities. However, bioactivity datasets tend to be very 
small and imbalanced. 
The problems:
(i)  Neural networks overfit easily with small datasets.
(ii) Neural networks tend to ignore the minority class for 
imbalanced datasets.
Proposed solution: 
Augmentation helps neural network training for image 
recognition, can we use that for molecules?
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Results

Did we find a solution?
Yes, COVER helps to increase the training performance, especially with respect to 
sensitivity
But:
Oversampling alone does not increase the performance
Balancing is necessary to increase the performance of the models. 

Conclusion
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